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***Abstract*—Machine Learning models are growing increasingly powerful in their abilities, whether that might be in processing natural language, tackling the intricacies of computer vision or any other number of exciting application that are emerging . But the environmental impact of machine learning models is increasingly receiving attentions. Here ,the works to focus on the carbon footprint of language models, as these models grow larger and larger, do their corresponding carbon footprints, especially when it comes to creating and training complex models. Here we will take a look at some concrete example of carbon emissions from machine learning models, will present tools that can be used to estimate the carbon footprint of a machine learning models. Finally present ideas for how to reduce the carbon footprint.**
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electricity consumption from data centers reported in 2015 and 2016 ranged from 3-5% of global electricity consumption [2][3].More recently, some claim data centers account for 1% of global electricity use[4][5].If we take a look at the energy consumption from machine learning at the organization level, Google says that 15% of the company’s total energy consumption went towards machine learning related computing across research, development and production[21].NVIDIA has estimated that 80 – 90% of machine learning workload is inference processing[7].Similarly, Amazon Web Services have stated that 90% of the machine learning demand in the cloud is for inferences[8].

Let now take a look at some concrete example of the carbon footprint of machine learning models.

1. INTRODUCTION

The environmental impact of machine learning models are increasingly receiving attention, mostly from academia. Modern AI models consume a massive amount of energy and these energy requirements are growing at a breathtaking rate. In deep learning era, the computational resources needed to produce a best in class.AI model has on average doubled every 3.4 months[21] and has a meaningful carbon footprint today, and if industry trends continue it will soon became much worse.

1. THE ENVIRNMENTAL IMPACT OF MACHINE LEARNING

All software and the apps that run on our phones to the data science pipelines that run in the cloud – consume electricity and as long as not all our electricity is generated by renewable energy source, electricity consumption will have a carbon footprint. This is why machine learning models can have a carbon footprint.”Carbon footprint” refer to the amount of CO2e emission, where “e” is short for “equivalents”. Since other gas such as methane, nitrous oxide or even water vapor also have a warming effect, a standardized measure for describing how much warming a given amount of gas will have is often provided in CO2e for simplification purpose. However

TABLE 1 : Energy consumption of 7 large deep learning models , adopted from [6] and [11]

|  |  |  |
| --- | --- | --- |
| **Model** | **Energy Consumption, MWh** | **CO2e emissions,tons** |
| Evolved Transformer | 7.5 | 3.2 |
| T5 | 85.7 | 46.7 |
| Meena | 232 | 96.4 |
| Gshard 600B | 24.1 | 4.8 |
| Switch Transformer | 179 | 72.2 |
| GPT-3 | 1,287 | 552.1 |
| PaLM | 3,181 | 271 |

Looking at few example of the carbon footprint of running inference with language model, Facebook has estimated that the carbon footprint of their Transformer-based universal language model for text translation is dominated by the inference phase, using much higher inferences(65%) as compared to training(35%)[20].The average carbon footprint for ML training tasks at Facebook is 1.8 times larger than that of Meena used in modern conversational agent and 0.3 times of GPT-3’s carbon footprint.

1. ESTIMATE THE CARBON FOOTPRINT OF A MACHINE LEARNING

Formulae for computing carbon footprint

Carbon footprint = E\*C (1)

Where E is the number of electricity units consumed during some computational procedure. This can be quantified as kilowatt hours(kWh). C is the amount of CO2e emitted from producing one of said unit of electricity.

IV . OVERVIEW OF ENERGY AND CO2 EQUIVALENT EMMISIONS FOR ML TRAINING [6]

We estimate energy and carbon footprint using the following terms:

*1)* Metric tons are the common CO2e unit measure, abbreviated tCO2e, representing1000kg

*2 )*Mega watt hours measure energy;1 Mwh equals 1 millions W of electricity used continuously for 1h.One terawatt hour equals 1 million Mwh.

*3)* Power usage effectiveness(PUE) is the industry standard metric of data center efficiency, defined as the ration between total energy use divided by the energy directly consumed by a datacenter’s computing equipment. The average industry data centre PUE in 2020 was 1.58, while cloud provides had PUE of ~1.1[5]

The energy consumption of the servers performing a training task is proportional to the number of processors used and the duration​​​ ​​​of the training run

MWh = hours to train \* number of processors \* average power per processor (2)

We include all server components in “processors” (including local memory, network links and so on), additionally data center consumes energy to power and cool hardware ( for example, voltage transformations losses and cooling equipment),which is capturing by the PUE. Thus, the final formula for energy consumption :

MWh = (hours to train \* number of processors \* average power per processor) \* PUE (3)

We can then turn energy into carbon by multiplying it with the carbon intensity of the energy supply

tCO2e = MWh \* tCOe per Mwh (4)

1. HOW TO REDUCE THE CARBON FOOTPRINT OF MACHINE LEARNING MODELS
2. *Select efficient ML Model*

Selecting computationally efficient ML model architectures while advancing ML quality, such as sparse model verses dense models , can reduce computation.

1. *Don’nt train a model from scratch*

The majority of researchers don’t train from scratch, training a heavy model from scratch can burn up a lot of CPU/GPU power. Hence using a pre trained model can reduce the carbon footprint significantly as less electricity is necessary. Azure offers various sophisticated pre-trained models for vision, speech, language & search. These are already trained on massive dataset using many compute hours training the model, the end-user only has to transfer the knowledge of these models to their own dataset

1. *Use of federated learning(FL)*

FL methods can be advantageous in the area of carbon footprint. For example, a study conducted by experts at the University of Cambridge that FL has an advantage because of the cooling requirements of data centers. Though GPU and TPUs are becoming more efficient in terms of processing powers given per unit of energy spent, the requirement for a powerful and energy consuming cooling system persists. So the FL can always benefited from hardware developments.

1. *Train models where the energy is cleaner*

You can choose which region to run your computational procedure. Research has shown that emission can be reduced by up to 30X just by running experiments in regions powered by more renewable energy source [21]. Table below shows how many kg CO2e are emitted by using 100 hours of compute on an A100 GPU on the Google Cloud platform in various regions. It is clear that the carbon intensity of electricity varies greatly between regions

TABLE 2 : kg CO2 eq by region emitted by 100 hours of compute on A100 PCle 40/80 GB GPU in a Google Cloud data center[19]

|  |  |
| --- | --- |
| **Region** | **Kg CO2eq** |
| Asia- east1 | 14 |
| Asia-east2 | 17.5 |
| Asia-northeast1 | 13 |
| Asia-northeast2 | 13 |
| Asia-south1 | 23 |
| Asia-southeast1 | 10.5 |
| Australia-south east1 | 20 |
| Europe – north 1 | 5.25 |
| Europe – west 1 | 6.75 |
| Europe-west 2 | 15.5 |
| Europe-west 3 | 15.25 |
| Europe-west 4 | 14.25 |
| Europe-west 6 | 0.5 |
| Northamerica-northeast1 | 0.75 |
| Southamerica-east1 | 5 |
| US-central 1 | 14.25 |
| US-east1 | 9.25 |
| US-east4 | 9.25 |
| US –west1 | 7.5 |

1. *Train models when the energy is cleaner*

The carbon intensity of electricity can vary from day to day and even from hour to hour as illustrated by Fig1. Which show the average carbon footprint in g/kWh for each hour of the day and each day of the week respectively in eastern Denmark in the period January1 2022 – October 7 , 2022. This data shows that the electricity is cleaner around noon than at night.

We can reduce the carbon footprint of our work by scheduling heavy workloads to those periods when the energy is cleaner. If you are not in an extreme hurry to train a new model, a simple idea is to start your model training when the carbon intensity of electricity in your cloud region is below a certain threshold, and put the training on hold when the carbon intensity is above some threshold.

Fig . 1. Avg carbon intensity of electricity in eastern Denmark per hour of the day

Fig. 2. Avg carbon intensity of electricity in eastern Denmark per day of the week

1. *Efficient activation function*

The selection of an activation function can greatly influence the time that your model takes to train. As seen in Fig. below, Dercynski demonstrated that the time it took to train an image classification model on the MNIST dataset to 90% accuracy varied from a few seconds to more than 500 seconds. Aside from demonstrating that the choice of activation function influences training time. Dercynski also found that

* Activation function choice appears to have more effect in situations where inference is performed over smaller sets at a time
* Applications should be analyzed and tuned on the target hardware if one is to avoid particularly costly activation function

1. *CONCLUSION*

ML workloads have rapidly grown in importance, raising legitimate concerns about their energy use. This paper determine the environmental impact of ML. This article is an attempt to address these issues and is written for practitioners and researchers alike who do hands on machine learning. The article also shows few ideas for how we might reduce the carbon footprint of machine learning models. Another perspective is that some consider the carbon footprint to be erased entirely if a cloud provider matches 100% of its energy consumptions with renewable energy as Google and Facebook have done.
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